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Abstract:

Background: Chest is one of the three commonly injury parts for pedestrians in car-to-pedestrian crashes.
Although many efforts and studies have been done on chest injuries, mathematical model relationship be-
tween chest injury risk factors and chest injury severity hasn't been widely identified.

Objective: This paper is aimed to investigate and predict the severity of chest injuries caused by
car-to-pedestrian crashes though establishing BP neural network prediction models.

Method and Material: This study is carried out by conducting an in-depth investigation of
car-to-pedestrian crashes from 2010 to 2014 in Chongging and applying different training functions and hid-
den layer nodes in BP neural network training to determine the best prediction scheme.

Results: The study results showed that the training function and the number of hidden layer nodes had great
influence on the prediction accuracy of neural networks. The best prediction result for chest MAIS was ob-
tained by using trainlm function with 11 hidden layer nodes.

Conclusions: Models presented in the present study reflected the non-linear relationship between the se-
verity of pedestrian chest injuries and the vehicle impact speed and pedestrian age. Furthermore, study results
fully testified the feasibility and effectiveness of predicting pedestrian chest injury severity by using BP neur-
al networks.
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1 Introduction

With the rapid development of Chinese motorization, about 23,000 people died in traffic accidents every year, ac-
counting for 26% of the total vehicle traffic accident death. Justice, dispute, litigation and other social problems caused by
pedestrian-vehicle collisions become more and more serious. Therefore, it is still a noteworthy work to research on the fac-
tors and issues related to car-to-pedestrian crashes, such as accident forms, vehicle speeds and pedestrian injuries. As one of
the complicated accident analysis problems, pedestrian injuries have increasingly drawn the attention of researchers. Pre-
vious studies show that chest is one of the three commonly injury parts for pedestrians in car-to-pedestrian crashes™. Se-
rious chest injures will threaten life or cause unpredictable consequences for the victims. Although many efforts and studies
have been done on chest injuries ¥, mathematical model relationship between chest injury risk factors and chest injury
severity hasn't been widely identified. Here, one possibility is that the factors associated with pedestrian injuries are compli-
cated due to a number of factors including vehicle such as "type of vehicle", personal characteristics such as "age, gender",
environment such as "weather condition” ),

The role of impact speeds in car-to-pedestrian crash likelihood has been confirmed through numerous studies. That
lower mean speeds in response to speed limit reduction result in reduced likelihood of casualty crashes was demonstrated by
the studies of Nilsson [ and Elvik ©. The fact that even small reductions in speed could lead to considerable reductions in
road trauma was also supported by many research. Some researchers have focused on severity of crash outcomes in response
to speed. Additionally, that fatal crashes decline more substantially with the same amount of mean speed reduction than all
injury crashes was showed in studies of Elvik ™ and Tefft !, In other words, severity of crashes decreases with reduced
mean speed.
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A number of previous studies have largely focused on age categories with regard to injury-severity outcomes of vehicle
occupants . However, because of direct exposure to crash forces and resulting energy dissipation, the age thresholds
should be different for pedestrians. Though extensive empirical investigation, males and females under 50 years old and 50
years old and older were considered as the age categories that determined to provide the best statistical fit. This age split is
supported by the effects of age on bone density, muscle mass and muscle strength. With age between 25 to 35 years, pede-
strian bone density, muscle mass and muscle strength will reach the highest levels; with age after 50 years, pedestrian bone
density, muscle mass and muscle strength will decrease by 12-14% per decade ™. It can be found that the age-range of this
deterioration have obvious influence on pedestrian-injury outcomes.

According to the in-depth investigation of minibus-to-pedestrian accidents conducted by Li ™, two most important
factors which have influence on pedestrian mortality are vehicle impact speed and pedestrian age. The proportion of fatali-
ties is significantly higher for elderly than non-elderly pedestrians. And the increasing vehicle impact speed increases pede-
strian injury risk. Additionally, the results show that it is hard to estimate the severity of chest injury because of the
non-linear and uncertainty. These results are also applicable to car-to-pedestrian crashes.

Artificial neural networks (ANN) are capable of approximating any finite non-linear models to determine the relation
between dependent and independent variables. ANN is based on nature of human brains, and it has powerful parallel and
adaptive learning ability. Back Propagation (BP) neural network is a part of ANN which has been applied in different areas
successfully %1, On the basis of background above, the BP neural network model is established to investigate and predict
the severity of chest injuries caused by car-to-pedestrian crashes, with the vehicle impact speed and the pedestrian age as
inputs and the severity of chest injuries as output.

2 Method and Material
2.1 Pedestrian Chest Injury Data

A team composed of experienced medical experts, engineers and researchers was formed to investigate the road traffic
accidents in Chongging, China. The team had the ability to collect onsite pedestrian accident data because of the cooperation
with the police departments. An in-depth investigation of car-to-pedestrian crashes from 2010 to 2014 in Chongging was
conducted in this study. The selected cases needed to fulfill the following criteria:

1. The pedestrian should be older than 14 years of age.

2. The pedestrian chest should be struck by the hood of car.

3. The impact speed of car-to-pedestrian could be calculated from the braking distance or the pedestrian throwing dis-
tance, or obtained from videos or event data recorder (EDR) Y.

4. The chest injury outcomes assessed by the Abbreviated Injury Scale (AlS) should be 1+. Pedestrian injuries were
coded according to the Abbreviated Injury Scale which uses 1, 2, 3, 4, 5, and 6 to denote minor, moderate, serious, severe,
critical, and untreated injury, respectively.

One hundred and five cases with determined impact speeds and detailed chest injuries were selected to analyze the pe-
destrian chest injuries. Photos of some cases were shown in Figure 1. In these 105 casualties, there were 59 males and 46
females. The mean age of enrolled pedestrians was 54, and the standard deviation for age was 17. Of the chest injuries,
Maximum Abbreviated Injury Score (MAIS) 5 accounted for 12/105, MAIS 4 for 9/105, MAIS 3 for 40/105, MAIS 2 for
27/105 and MAIIS 1 for 17/105.
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Figure 1. Photos of some cases

2.2 BP Neural Network

The structure of a three-layer BP neural network is represented in Figure 2, which is composed of one input layer, one
hidden layer and the output layer. Each neuron in any layer related with the entire next layer neurons through lines contained
with coefficients called "weight coefficients". The function of the network would alter with any change in coefficients. In
fact, the main goal of the BP neural network training is to find the best weight coefficients to obtain the desired output.

Input layer Output layer

Hidden layver
Figure 2. Three-layer BP neural network

In network training, the inputs of the first layer multiplied in weight coefficients that would be any randomly selected
number and then enter into the neurons in second layer. Calculating the sum of the inputs and then inserting the sum in a
function called" activation function" are the two ways presented in any neuron functions. Hyperbolic tangent and sigmoid
factions showed in Figure 3 are the two of most commonly used type for activation functions .
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Figure 3. Activation functions
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During network learning, the error between target output and network output calculated and again sent from the last
layer to the previous one and thus the weight coefficients of network corrected using equations 1, 2. Once again the network
generates output, using the new weight coefficients and also calculates the reducing error and back propagates it into the
network until the error reaches to its least value that is the desired value, after many epochs.

W (t +1):\Nij (t)+775pi0pi @)

Sy (t +1) = w (£)+ 75,0, + el (£) - w; (t L] 2)
Where:
w, (t+1 . L i i
W”Eg) ): Weight coefficient in step t +1, from neuron ! to neuron I

1\ Weight coefficient in step t , from neuron ! to neuron )
7. Learning coefficient. .
o Pi- Difference between desired output and network output in neuron P of layer J .

Pi: Output of neuron P of layer J .
a. (\/Io ntum coefficient. )

” : Weight coefficient in step (t - ) from neuron ! to neuron J .

2.3 Establishment of the Prediction Model

2.3.1 Data Normalization
In order to make the forecast data more accurate and eliminate the influence of the dimension of the data itself on the
prediction accuracy, the input and output data should be normalized using equation 3 before applying to the network.

Y:(X_Xmin)/(xmax_xmin) 3)
Inverse transformation:
X:Xmin+Y(Xmax_Xmi) 4
Where:
Y : The normalized data.
X : The raw data.

X in - The minimum value of the input data.
X max - The maximum value of the input data.

2.3.2 Determine the Number of Hidden Layer Neurons

According to the empirical formulam :Jﬁm, where m,n,|,¢represent the number of the hidden layer
neurons, the input layer neurons, the output layer neurons and the constant, respectively, N and | should be 2 and 1 in
this study, and ¢ was one constant between 1 and 10, therefor m was determined as 3~12.

2.3.3 Selection of the Training Function

Traingdx, traingdm, traingd and trainlm are the most commonly used training functions for neural networks. The four
functions were used to train the BP neural networks in this study, respectively. And the error analysis of the training results
was conducted to determine the best training function.

3 Results

Based on the in-depth investigation of car-to-pedestrian crashes from 2010 to 2014 in Chongqing, literature investiga-
tion to determine the two of the most important factors on pedestrian-injury outcomes was used, and the vehicle impact
speed and pedestrian age taken as the inputs, the severity of chest injuries as the output, three-layer BP neural network pre-
diction models were established. These networks took tansig function as the activation function and purelin function as the
transfer function. Different training functions were applied to neural network training to determine the optimal number of

510 INFATS Conference in Hangzhou, November 24-26, 2016



hidden layer nodes and the best training function. The last set of 105 cases was selected as the test sample to test the predict-
ing precision of these models. The prediction results were compared with the actual value, and some partial error analysis
are shown in Table 1.

Table 1. Error analysis of chest MAIS prediction using different training functions

Error m=3 m=6 m=9 m=12
analysis Absolute Relative error Absolute Relative error Absolute Relative error Absolute Relative error
error (%) error (%) error (%) error (%)
traingdx 0.1723 17.23 0.1759 17.59 0.1456 14.56 0.2357 2357
traingdm 02741 2141 0.4110 41.10 0.2664 26.64 0.2618 26.18
traingd 0.2195 21.95 0.0253 253 0.1429 14.29 0.1201 12.01
trainlm 0.0560 5.60 0.1334 13.34 0.3197 31.97 0.0857 8.57

The error analysis showed that the training function and the number of hidden layer nodes had great influence on the
prediction accuracy of neural networks. For the same training function, no obvious relationship existed between the relative
error of the network prediction results and the number of the hidden layer neurons. For the different training function, the
optimal number of hidden layer nodes was different.

The prediction accuracy of the model was relatively high for traingd function with 6 hidden layer nodes; while the hid-
den layer nodes should be set at 3 for trainlm function to obtain an ideal prediction accuracy. In addition, it can be concluded
that the prediction accuracy of the model was poor when using traingdx and traingdm functions. Figures 4 and 5 illustrate
correlations between desired output and networks predicted output for models using traingd function-6 and trainlm func-
tion-3, respectively.
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Figure 4. Fitness curve of the model using traingd function-6 Figure 5. Fitness curve of the model using trainlm function-3

A large number of training results analysis showed that the minimum relative error of the prediction results was 1.73%,
and it was obtained by using trainlm function with 11 hidden layer nodes. The fitness curve of this model is presented in
Figure 6.
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Figure 6. Fitness curve of the model using trainlm function-11

4 Conclusions

In this study non-linear BP neural networks have been utilized to predict the severity of pedestrian chest injuries caused
by car-to-pedestrian crashes. For this purpose, after referring to relevant materials, two factors that have highest effect in
network output (pedestrian chest severity) were selected. On the basis of the in-depth investigation of car-to-pedestrian
crashes from 2010 to 2014 in Chongging, three-layer BP neural network prediction models were established. Different
training functions and hidden layer nodes were applied in network training to determine the best prediction scheme. Studies
showed that BP neural network which took trainlm as training function and set hidden layer nodes at 11 yielded the best
results.

There have been no pedestrian chest injury severity prediction models developed in previous researches using BP neur-
al networks that encompassed the simultaneous effects of the vehicle impact speed and pedestrian age. Therefore, models
presented in the present study aim to establish such a mathematical relationship. Study results fully testified the feasibility
and effectiveness of predicting pedestrian chest injury severity by using BP neural networks. In addition, these models sug-
gest that changes in pedestrian chest injury severity doesn't depend upon the vehicle impact speed or pedestrian age indivi-
dually, but occur as a simultaneous result of changes of the two factors.

However, there are still some shortcomings that exist in BP neural networks. Because of its poor stability, the results of
each training will be different. With the increase of the times of training, the over-fitting problem could occur, which would
result in low prediction accuracy. Additionally, there are many factors that have influence on pedestrian-injury outcomes,
which cannot be quantified, and it is hard to take all these factors into account. All the above problems would give the direc-
tions to improve the models presented in the present study.
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